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4: Data Editing and Summary
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Lecture Video at above link


https://youtu.be/QAG-glTTXds

Summary

Types of data (categorical, continuous, etc.)
Measures of location (mean, median, mode)
Histograms and Distributions

Box Plots

Outliers, Data Trimming

Measure of spread (variation)

Scatter Plots




Types of Data

What type of data is this?

1 Yes Yes

2 Yes Yes

3 Yes No ~ Are you Man?

1 No Yes g  Yes  No
) No No &Ec Yes ) 1

6 No Yes 9 No 3 1

7 Yes Yes -

8 Yes Yes

9 No Yes

10 Yes Yes



Types of Data

What type of data is this?

1

2 Yes Yes

3 Yes No ~ Are you Man?

4 No Yes g  Yes  No
) No No &Ec Yes ) 1

6 No Yes 9 No 3 1

7 Yes Yes -

8 Yes Yes

9 No Yes

10 Yes Yes



Types of Data

Categorical Data

1

2 Yes Yes

3 Yes No ~ Are you Man?
) No No &Ec Yes ) 1
6 No Yes 9 No 3 1
7 Yes Yes -

8 Yes Yes

9 No Yes

10 Yes Yes



Types of Data

We choose to represent membership in the
categories using symbols (“Yes” or “No”)

1 Yes Yes

2 Yes Yes

3 Yes No ~ Are you Man?
) No No &Ec Yes ) 1
6 No Yes ) No 3 1
7 Yes Yes iuﬁ

8 Yes Yes

9 No Yes

10 Yes Yes

!



Types of Data

We could use any symbol....
(1 for Yes, O for No). This works just the same!

1 1 1

2 1 1

3 1 0 ~ Are you Man?

4 : 1 5 o1 o
5 0 0 &Ec 1 o 1

6 0 1 9 0 3 1

7 1 1 —

8 1 1

9 0 1

10 1 1



Types of Data

We could use “a” for Yes, “b” for no...
We could use O for Yes, 1 for No!!!
We could name our columns anything we want.

BaaBaa?

0 5 1
1 3 1

O© 00 N O Oor A W DN P
O rr O © P - B O O o
Booboo?

o O 0 o o rr O r O O

=
o



Types of Data

We could use “a” for Yes, “b” for no...
We could use O for Yes, 1 for No!!!
We could name our columns anything we want.

Person Booboo? BaaBaa? , , o
It is confusing...which is why

1 0 we use “meaningful” names.

2 0 0

3 0 1

4 1 0 BaaBaa?

5 1 1 N 0 L
6 1 0 g 0 5 1
7 0 0 § 1 3 1
8 0 0 =

9 1 0

10 0 0




Types of Data

We could use “a” for Yes, “b” for no...
We could use O for Yes, 1 for No!!!
We could name our columns anything we want.

Person Booboo? BaaBaa? People often think of numbers

1 0 as representing “amounts”...
don’t get confused! These are

’ 0 0 just symbols!

3 0 1

4 1 0 BaaBaa?

5 1 1 N 0 1

6 1 0 S I > 1

g 1 3 1

7 0 0 S

8 0 0 @

9 1 0

10 0 0




Types of Data
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Types of Data

Fj Bradford - IMPPro :' o] P
File Edit Tables Rows Cols DOE Analyze Graph Tools View Window Help
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M

M
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Excluded 0 M 2380 0 0
Hidden 0 M 3170 0 0
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Types of Data

Fj Bradford - IMPPro :' o] P
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Types of Data
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This is data from “Born in Bedford”

This study follows the health of around 13,500 babies born in
Bradford between 2007-2010. Did mother smoke or not, etc...

mee Home @ Born in Bradfo... ®

& @ www borninbradford.nhs.uk v Q#EE wBa ¥

. borninbradford@bthft.nhs.uk m
B B Call 01274 364474 to talk to us

BORNINBRADFORD Wm—km%. tog.(;t}w jor o healthy putire asiesearen

AE S)T’E iy amilios : News Our team T£|3|Erly5 Contact us

Research and scientific The BiB gallery
community

ey el E 3
Learn more about our findings, our Access a unique resource of high Check out the BiB gallery - photos,
events and check out our wonderful quality data for research and scientific films, poetry and Radio 4 programmes
film, photo and poetry gallery » study purposes » »

Born in Bradford is one of the biggest and most important medical "It's like a medical detective story really
research studies undertaken in the UK. " - trying fo piece together the clues in




Types of Data

Nominal data
Categorical data, cannot be put in any specific order.
E.g., gender, hair color. Do you smoke? Yes or No.

Ordinal data
Categorical data, can be ordered, but the numerical scale is arbitrary (differences

between categories unknown).
E.g., pain on a 10-point scale, school grades. Do you smoke (a) none (b) some (c) a lot?

Continuous data
Metric data.
E.g., body temperature, height, air plane speed. How many grams do you smoke?

Discrete data
Also metric, but in integers.
E.g., age in years, number of children. How many cigarettes per day?

I



Right-click on column, set “data type”
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felsta t Exclude /Unexclude
Excluded 0 =1 0
; 16 M a
Hidden 0 Data Filter
Labelled ] 17 |F i -
184 [ OOt '
Delete Columns
I —
Copy Column Properties

~ ernierTe




- “Data type” refers to the (computer) representation of the data.

- “Modeling type” refers to should it be a category (nominal), or a
continuous number, or a ranked ordering?

[ E5] Bradford - IMP Pro == = |
E;ﬂ - - . - B Bl & &
File Edit Tables Rows Cols DOE Analyze Graph Tools View Window Help
BRGS0 @ b MR E B
I=| Bradford B 4 =
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3|F
N -'BabyGender' in Table 'Bradford'
= Columns (4/1) 5 M Column Name | BabyGender [ e ]
" NeabyGended
B F Lock
A Birth Weight e n Apply
10 M
11 M Column Properties v]
12 M
R
ﬁ s 100 BIF
rows
Selected a 14/M
Excluded 0 1M
Hidden 0 16 M
Labelled a 17 F
E -




Measures of Location

“Average”:

Arithmetic Mean (of your sample...)




Measures of Location

X=— Zx

Doesn’t make sense for categorical (or ordinal) data.

- What is the average of “red hair”, “blond hair” and “brown hair”?
- What is the average of “none” and “sometimes”?



Median

1) Sort the n observations from smallest to largest

2a) The median is the single middle value if n is odd.

2b) The median is the average of the two middle values if n is even.

E.g.:

|
Data: 125911 125
Median: 5

}

8 9 11

6.5



Mode

Most frequent value in observations.

E.g.:
Data: 1123555668

Mode = 5

Can be used for categorical, ordinal, and metric (continuous,
discrete) data.
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E=NEN

Window Help

F Distribution of a batch of values.
Frequencies if categorical. Means

& and quantiles if continuous.

H Histograms, Box Plots, Quantile

Plots. Tests on means, Fitting

distributions. Capability.
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E= Distribution - JMP Pro

| ™ T T T W

The distribution of values in each column
- Select Columns - Cast Selected Columns into Roles —— - Action ——
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“Dlstrlbutlon"

4 = Distributions
4 =Birth Weight

5000 ——‘
4500

4000

{ Shows histogram + Boxplot

3000

2500

2000 —

1500

4 Quantiles
100.0% maximum 4880
99.5% 4880
97.5% 4382 I
90.0% 4018
75.0% guartile 3675

0% medan 321 Shows quantiles

25.0% quartile 2840

| 10.0% 2563 |
25% 2107
0.5% 1620
00% minimum 1620 1

4 = Summary Statistics
Mean 32538
Std Dev 56553634
Std Err Mean 56.553634

UpperS5%Mean 55147 Presents summary statistics

Lower95% Mean 3141.3853
N 100

| ~F8 M




What is a “quartile”?

15t quartile: 25% of data below, 75% above
1) Sort the n observations from smallest to largest value.

2) The value that separates the data into 25% below and
75% above is the 1t quartile.

l 3rd quartile
H Median

15t quartile




Quartiles useful for: Outliers

1st quartile: 25% of data below, 75% above
3 quartile: 75% of data below, 25% above

Inter-quartile range (IQR) = 3 quartile - 1%t quartile

«Outlier
Outliers can be defined as those data points: T
X < (1%t quartile - 1.5 x IQR)
OR
x > (3 quartile + 1.5 x IQR) [ & Median
* Outlier



Box plot by variable in JMP

MenU'> Gl‘aph -> 4= Graph Builder R
Graph builder (Lo pracoved oone ] |- b (2 [ | ol - V@SR <9

~Variables - -
® 4 Columns Birth Weight vs. Smoked |
isBabyGender Group X Wrap
ABirth Weight 5000 =
dlsmoked e
Aparity
X: Smoked 4B “5””'
' Jitter
° b M h Outliers
4000 -
Y: Baby weight S ]
Wariables [ ]
_*5'1 3500 -
S 0
= g
= Z
& 3000
2500
2000 -
1500 i : i : i : i
Map -0.5 0.0 0.5 1.0 1.5F
Shape Smoked La )]




Spread of data (variance)

Population Variance
(“Sigma Squared”)

»_ 1N )
o :H Z (Xi _]1)
=1
Sample Variance

» 1 L s
S_I’l—l;(xi X )




Spread (variance)

) 1 n , How far is each individual data point from
s = Z (Xi — x) the average? Squared to make positive and
n—1;=; over-weigh data further from average.
4500
+943
1000 * +623
_ ‘JH*| |
o0 3000 I
€ 2500 -357
.20 * 417 4 Baby
q) Q77
; 2000 o s BabyMean
1500




Variance versus Standard Deviation

Sample Variance:

5°= 1 Z (Xi_)?)z

_n_1 i=1

Sample Standard Deviation “s”

s=1s"




Statistic versus Parameter

| keep saying
- “Sample standard deviation”
- “Sample average”

Why do | say “sample”? What is so important?




Statistic versus Parameter

We differentiate between:

Statistic : We actually measure this. Using a sample
of the population.

Parameter : Imaginary, (unknowable) theoretical
property of the true population.



Statistic versus Parameter

We differentiate between:

Statistic : We actually measure this. Using a sample
of the population.

Parameter : Imaginary, (unknowable) theoretical
property of the true population.

The key theory is that we can estimate parameters
using samples. And use it!

E——



Sample Average is Unbiased Estimator

of the Population Mean

No matter our sample size, the sample average will
underestimate and overestimate the true population

mean an equal amount!

- |In other words, the average of our sample averages
will equal the true population mean...




Sample Average is Unbiased Estimator

of the Population Mean

No matter our sample size, the sample average will
underestimate and overestimate the true population

mean an equal amount!

- |In other words, the average of our sample averages
will equal the true population mean...

...mefta.




Biased Estimator of Variance...

We take 1/(n-1) for sample variance.

But for population variance (parameter) it is 1/n.

Why?




Biased Estimator of Variance...

This is because unlike the mean, variance is a biased
estimator.

Using n-1 rather than n is called Bessel’s Correction -
It Is one method of correcting sample variance.

Unfortunately, square rooting the variance to get
standard deviation “uncorrects” it some...oh well.



Why is variance underestimated...?

Consider these numbers as the values of the whole population:

$§ & 4 34 34383 ¢ g :
2700 3200 3700 Birth weight[g]

If we take a small sample (n=3), we have a good chance that we estimate u
and o well with sample mean (x*) and sample variance (s):

1 @ 11 (@D 8 ®

2700 3200 3700 Birth weight[g]

But sometimes, we will randomly pick sample elements that do not cover p and
in this case it is obvious that s will be much smaller than o:

® ® 1®L 1 |

2700 3200 3700 Birth weight[g]




Why is variance underestimated...?

Consider these numbers as the values of the whole population:

$§ & 4 34 34383 ¢ g :
2700 3200 3700 Birth weight[g]

If we take a small sample (n=3), we have a good chance that we estimate u
and o well with sample mean (x*) and sample variance (s):

1 @ 11 (@D 8 ®

2700 3200 3700 Birth weight[g]

-

But sometimes, we will randomly pick sample elements that do not cover p and
in this case it is obvious that s will be much smaller than o:

® ® 1®L 1 |

2700 3200 3700 Birth weight[g]




Why is variance underestimated...?

Consider these numbers as the values of the whole population:

$§ & 4 34 34383 ¢ g :
2700 3200 3700 Birth weight[g]

If we take a small sample (n=3), we lfave a good chance that we estimate u

sample variance (s):

(! O

3700

Birth V\;eight[g]
Distances from mean u

® ® 1@ 1pe |

3700 Birth V\;eight[g]
Distances from mean u




Why is variance underestimated...?

Consider these numbers as the values of the whole population:

4 § ¢4 8§ 8§38 § 4 :
2700 3%100 3700 Birth weight|[g]
If we take a small sample (n=3). we hav hance that w Im 1

and o well with sample me& Byt we don’t know the true mean!

[l 4
@ Only our sample mean... which is

2700 1 Calculated from our samples... veight[g]
which are all biased in one 1 mean
direction this time!

But sometlmes we W|II and I and

® @®lt@® 11 1 |

3200 3700 Birth weight[g]

Distances from sample




Why is variance underestimated...?

Consider these numbers as the values of the whole population:

d § 4 3 8388 & g )
If we take a small sample (n=3). we hav hance that w Im 1
and o well with sample me Byt we don’t know the true mean!
1 (O 8 o
5700 Only our sample mean... which is >
<= Calculated from our samples... veight[g]
which are all biased in one 1 mean
direction this time!
But sometimes, we will fand I and
in this case it is obviousfthat s W|II be much smaller than o:
® 1@ 88 8 | ;
3200 3700 Birth weight[g]

Too small!



Why is variance underestimated...?

Consider these numbers as the values of the whole population:

$§ & 4 34 34383 ¢ g :
2700 3200 3700 Birth weight[g]

If we take a small sample (n=3). we hav

and o well with sample me Yoy can see that except in very

il @ §| rare cases, variance will usually be

5700 underestimated (too far to left, too >
<= far to right, or too narrow). veight(g]
1 mean
But sometimes, we will fand I and
in this case it is obviousfthat s W|II be much smaller than o:
® 1@ 88 8 | ;

3200 3700 Birth weight[g]
Too small!



Why is variance underestimated...?

Consider these numbers as the values of the whole population:

4 § ¢4 8§ 8§38 § 4 :
2700 3%100 3700 Birth weight|[g]
If we take a small sample (n=3). we hav hance that w Im 1

and o well with sample me  Example rare case where it is

2 @ §| aboutright...

& Need to have spread to both sides veight[g]
so that average balances, and also 1 mean
r|ght spread to each side (duh).

But sometimes, we will rant I and
in this case it is obvious that s W|II be uch smaller than o:
INOR' ® ;
Birth weight[g]

T80 small!



Biased Estimator of Variance...

Doing n-1 is a “hack” (rough correction) to get the values
to underestimate the variance less in the limit.

It works because formally sample variance has one less
degree of freedom (if we know the mean, and we know
all but one sample, we can cheat and calculate the value
of the last sample! Giving us information out of nowhere?

So, what that means is basically that we have less
information than we thought.

B If we knew the true mean 4 and used it = unbiased.



Let’s say, we have 1,000,000 birth weight values [g]
n=3200 g, 0=560 g (simulated with normal distribution)

14

121

10

0
0

X 104

1000

2000 3000 4000 5000




Mean of SD estimated for 100 samples with sample sizes 2 to 10.

biased SD

600

500

400

w
o
o

200

100

2

3

4

5 6 7
sample sizes

8

9

10




biased SD

600

500

400

W
o
o

200

100

3

AN
fa’oo 25%

S 339

50%

2 3

17%

20%

5 6 7
sample sizes




Multiply by n/(n-1)

600 | | | | | | | | | |
___________________ PopulationSD=560_______________
500 | 6/5 _
S a3 2
Q¥
400 | _
=)
Vp]
o 300} _
A
©
2
200 | _
100} _
Undefined!
Can'tcompute ™1 2 3 4 5 6 7 8 9 10
variance of one sample sizes

sample anyways...




Bar Graph in JMP

Menu — Graph — Graph builder
X: Baby gender; Y: Baby weight l

4= Graph Builder

[ Undo ][Start[}vel” Done ] E‘Jﬂ?d“'} . M..@E m°Mﬂ H -

~Variables
= 4 Columns Mean(Birth Weight) vs. BabyGender

WhBabyGender ] Wrap |:
ABirth Weight
4000
Alsmoked
AParity
A Bar 3500 [
Bar Style Side by side - |
summary Y] -
Statistic fan 3000
Error Bars
Label [Nune - ]
=
-E -!m
= 2000 g
== =
i -
o
1500 -
1000 -
500 -
0
Map
Shape BabyGender E




Scatter Plot in JMP

Menu-> Graph -> Graph builder

L S SS—
JE Analyze Graph Tools View Window Help

ELE LS4 TR
| | | I |

Bradford_BabyMotherWsight - Graph BuFFdIr ~IMP Pro

4= Graph Builder *

[ Recall ]|S:ar: C:T-er|| Done | s | ‘ ~ H”H ﬂ W: %‘—'l > :l-l'r e 5
(s — Title

dBabyWeight ‘ Group X

dMotherWeight
Apoes Scatter plots can visualize
correlations between
e continuous variables
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Scatter Plot in JMP

X: Mother weight; Y: Baby weight
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