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Lecture Video at above link


https://youtu.be/EFqDh4_Z6so

Summary

1) Big Data: Coronary Heart Disease (CHD) and
hormone replacement therapy (HRT)

2) How to compute y2 (chi-squared) statistic from 2x2

3) What does the chi-squared statistic mean? Where
does it come from?



Bigger Data...

Person Like You a
Usually, you have more data Ramen?  man?
than in our example... L Yes Yes

2 Yes Yes

3 Yes No

4 No Yes

5 No No
~ Are you Man? 6 No Yes
3 Yes No TOTAL 7 Yes Yes
&% Yes 5 1 6 8 Yes Yes
o No 3 1 4 9 No Yes
O TOTAL 8 2 10 10 Yes Yes




Postmenopausal Hormone Therapy

Elderly women after menopause (loss of menstruation) exhibit low
estrogen levels which leads to:
- hot flashes, vaginal atrophy (short-term effects)
- increased risk of coronary heart disease and
osteoporosis (long-term effects)

Osteoporosis

Healthy bone Osleoporosis

www.medguidance.com




Progestin/Estrogen Therapy

In the 1990s, it seemed reasonable to replace estrogen for
postmenopausal women.

Stage lIIB Endometrial Cancer

However, this sometimes led to
carcinoma in the uterus, so estrogen
was combined with progestin.

metrium

In 1993, the WHO started the study
“The Women’s Health Initiative (WHI)”
to confirm the relationship between
hormone therapy and coronary

heart disease (CHD).

Fallopian tube



Design of WHI Study

Post-menopausal women

16608
Randomization

8506 8102
Estrogen/Progestin Placebo
How many? How many?
CHD: coronary
CHD 299 CHD heart disease

The Women’s health initiative investigators. JAMA, 2002 _



Design of WHI Study

Got CHD?
Yes

(B

% Yes

) No

0

o TOTAL

No

Post-menopausal women

l 16608

Randomization

TOTAL
8506
Estrogen/Progestin
How many?
CHD

The Women'’s health initiative investigators. JAMA, 2002

8102
Placebo

How many?

CHD
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Post-menopausal women

TOTAL
16608
8506 Randomization
16608
8506 8102
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Design of WHI Study

Got CHD?
Yes

Yes
No
TOTAL

Placebo?

No

Post-menopausal women

TOTAL
8102 16608
8506 Randomization

8506

Estrogen/Progestin

How many?

CHD

The Women'’s health initiative investigators. JAMA, 2002

8102
Placebo

How many?

CHD




Design of WHI Study

Got CHD?
Yes

(B

% Yes

) No

0

o TOTAL

No

Post-menopausal women

TOTAL

8102 16608

8506 Randomization
16608

8506 8102
Estrogen/Progestin Placebo
How many? How many?
CHD CHD

The Women'’s health initiative investigators. JAMA, 2002




Got CHD?

-
_§ 8102
O No 8506
T TOTAL 16608
8506
Estrogen/Progestin

l 164 l 8342

CHD No CHD

8102
Placebo
l 122 v 7980
CHD No CHD




Placebo?

No
TOTAL

Got CHD?

8102
8506
16608

8102

Placebo

164

CHD

No CHD

<

7980

No CHD




Got CHD?

S

3 8102
O No 8506
o TOTAL 286 16322 16608

506
Estrogen/Progesyn

164 8342

8102

Placebo

122

CHD No CHD

CHD

7980

No CHD




Got CHD?

Yes No TOTAL
% Yes 122 8102
S No 164 8506
o TOTAL 28 16608

8102
Placebo

850
Edrogen/Progestin

<

164 122 7980
CHD No CHD CHD No CHD




Got CHD?

Yes No TOTAL
Yes 122 7980 8102
No 164 834

Placebo?

TOTAL 286 16322

8102

Estrogen/Proges

<

164 8342 122 7980
CHD No CHD CHD No CHD




CHD Results and 2x2 Table

Got CHD?
N --__
9 7980 8102
% No 164 8342 8506
o TOTAL 286 16322 16608
8506 8102
Estrogen/Progestin Placebo

<

l 164 l 8342 l 122 7980
CHD No CHD CHD No CHD




Is it statistically independent?

Got CHD?
N --__
S 7980 8102
% No 164 8342 8506
o TOTAL 286 16322 16608




Is it statistically independent?

Got CHD?
Yes
-
_8 Yes 122
% No 164
a TOTAL 286
Observed

No
7980
8342

16322

TOTAL
8102
8506

16608

Yes
No
TOTAL

Placebo?

Expected

Got CHD?
Yes

286

No TOTAL
8102

8506

16322 16608



Statistical Independence

How to compute the expected values, assuming statistical
independence:

For two statistically independent events A and B:

P(A|B) = P(A) ‘no influence of Bon A
P(B|A) = P(B) ‘no influence of Aon B
Thus with P(A|B) = P(ANB) / P(B)
follows P(A) =P(AnB)/P(B)

solved for P(AnB):  P(AnB) = P(A) - P(B)
and: N(ANB) =N(A)- N(B) /N . counts




Remember how to compute expected?

Expected:

Estrogen/Progestin  146.48 8359.52 _

Placebo 139.52 7962.48 8102

SUM [ZEET 16322 6608
NECnE)  JNIG) INEE) N = 286 - 8506 / 16608 = 146.48




Is it statistically independent?

Got CHD?
Yes
-
S  Yes 122
§ NoO 164
o TOTAL 286
Observed

No
7980
8342

16322

TOTAL
8102
8506

16608

Yes
No
TOTAL

Placebo?

Expected

Got CHD?

Yes No TOTAL
139.52 7962.48 8102
146.48 8359.52 8506

286 16322 16608



Is it statistically independent?

Got CHD?
Yes No TOTAL
S Yes 122 7980 8102
Y No 164 8342 8506
& TOTAL 286 16322 16608
O bse I"VEd Different by:
17.52

Expected

Got CHD?

Yes No TOTAL
Yes 139.52 7962.48 8102
No 146.48 8359.52 8506

TOTAL 286 16322 16608

Placebo?



Is it statistically independent?

Got CHD?
N Yes No TOTAL } |s 17.52 a normal
g Yoo 7959 °192°1 amount be different?
O No 164 8342 8506
a TOTAL 286 16322 16608
0 bse I"VEd Different by:
17.52

Expected

Got CHD?

Yes No TOTAL
S Yes\_ 13952  7962.48 8102
Y  No 146.48  8359.52 8506
& TOTAL 286 16322 16608



Is it statistically independent?

Got CHD?
N Yes No TOTAL } |s 17.52 a normal
g 12 (2l 8102 ¢ amount be different?
% No 164 8342 8506
o TOTAL 286 16322 16608
By chance?

Observed Different by:

17.52

Expected

Got CHD?

Yes No TOTAL
Yes 139.52 7962.48 8102
No 146.48 8359.52 8506

TOTAL 286 16322 16608

Placebo?



Is it statistically independent?

Got CHD?
N Yes No TOTAL | We need to know
9 Yes 122 7980 8102 more about the
Y No 164 8342 8506 - ; :
£ TOTAL 286 16322 16608 distribution
0 bse I"VEd Different by:
17.52

Expected

Got CHD?

Yes No TOTAL
Yes 139.52 7962.48 8102
No 146.48 8359.52 8506

TOTAL 286 16322 16608

Placebo?



Fisher’s Exact Test...

Got CHD?

Yes No TOTAL
S Yes 122 7980 8102
J  No 164 8342 8506
& TOTAL 286 16322 16608

Last time, we |learned that one way is to
compute the (probability under the):
hypergeometric distribution



Probability of a given outcome x:

T

This defines the
K N N hypergeometric
nl distribution (for

— . 2x2 tables)

Probability of

M N - M drawing (w/o

_ replacement) “x
P (X _ X) _ X K X successes” in K
— — draws where you
have M objects of
K that feature and
total population N.




Fisher’s Exact Test...

Got CHD?

Yes No TOTAL
S Yes 122 7980 8102
J  No 164 8342 8506
& TOTAL 286 16322 16608

Last time, we |learned that one way is to
compute the (probability under the):
hypergeometric distribution

But, think about how much data we have...



Think about data...

Person Placebo? CHD?

Got CHD?
1 Yes Yes
Yes No TOTAL
- 2 Yes Yes
8 Yes 122 7980 8102
3] 3 Yes No
U No 164 8342 8506
© 4 No Yes
o TOTAL 286 16322 16608
5 No NoO
6 No Yes
{ Yes Yes
8 Yes Yes
9 No Yes
10 Yes Yes
16607 No Yes
16608 Yes Yes



Think about data...

Person Placebo? CHD?

Got CHD? 1 Yes Yes
N Yes No Yes
g ves 122 7980 With only 10 NO
g Mo 164 8342 1 people, we could Yes
= RER SR barely list all the | v
possibilities Yes
Yes
8 Yes Yes
n|_ n! g

ri rl(n—-r)!




Think about data...

Person Placebo? CHD?

es es
Yes No
o~ Yes
S Yes 122 7980 Now we have NG
®  No 164 8342
& TOTAL 286 16322 Yes
(a1
16,608 No
Yes
Yes
8 Yes Yes
9 No Yes
10 Yes Yes
16607 No Yes

16608 Yes Yes




Think about data...

Got CHD? Person Placebo? CHD?

1 Yes Yes
Yes No
~ i Yes
8 Yes 122 7980 H I nt: o
Y No 164 8342
© Yes
(al

TOTAL 286 16322 10! = 3,628,800 No
160! = 4.71 E 284 | Yes

Yes
8 Yes Yes
9 No Yes
10 Yes Yes
16607 No Yes

16608 Yes Yes




Think about data...

Person Placebo? CHD?

Got CHD?
1 Yes Yes
Yes No
- . _ Yes
S Yes 122 7980 Atoms In universe NO
O No 164 8342 1.00 E 82 Yes
o TOTAL 286 16322 N
0
160! = 4.71 E 284 Yes
Yes
8 Yes Yes
9 No Yes
10 Yes Yes
16607 No Yes

16608 Yes Yes




Think about data...

Person Placebo? CHD?

Got CHD?

1 Yes Yes

Yes No
o . . Yes
g Yes 122 780§ Atoms In universe No
Q No 164 8342 1.00 E 82 Vo
a TOTAL 286 16322 .
170! = 7.26 E 306 Yes
Yes
8 Yes Yes
9 No Yes
10 Yes Yes
16607 No Yes

16608 Yes Yes




Think about data...

Person Placebo? CHD?

Got CHD?
1 Yes Yes
Yes No
o . . Yes
g Yes 122 780§ Atoms In universe No
Q No 164 8342 1.00 E 82 Vo
a TOTAL 286 16322
No
180! —» your NES
calculator breaks ies
es
Yes
Yes
16607 No Yes
16608 Yes Yes



Probability of a given outcome x:

T

This defines the
K N N hypergeometric
nl distribution (for

— . 2x2 tables)

Probability of

M N - M drawing (w/o

_ replacement) “x
P (X _ X) _ X K X successes” in K
— — draws where you
have M objects of
K that feature and
total population N.




Probability of a given outcome x:

GroupY |Group!Y | Total

Maybe there is some
trick to calculate it?

2fines the
eometric

n n! Terms cancel out... flec;r)r (for
vl (n—1) ]
' ' <n r) ility of

drawing (wj/o
replacement) “x
successes” in K
draws where you

N have M objects of
K

that feature and
total population N.



Probability of a given outcome x:

GroupY |Group!Y | Total

There's got to be a
better way...

2fines the
eometric

drawing (wj/o
replacement) “x
successes” in K

draws where you
N have M objects of
K that feature and

total population N.




Chi-Squared (x2) Distribution

Lots of things in nature follow the “Normal Distribution” (bell
curve)

We use it in statistics a lot too...

Probability Density Function (PDF):

1.0




Binomial and Normal...

Binomial Distribution Normal Distribution
(what we used to compute
hypergeometric)

! I ! | |
1.0
R._ | IJ:O' 02:0_2,— _]
S + p=0.5 and n=20 - H=0, 0%=1.0,=—— 1
= p=0.7 and n=20 0.8 _ o —
- ® p=0.5 and n=40 H=0, 0°=50, 1
8 | U=-2, 0%=0.5, = -
~ 0.6
LN
3 = L ]
. 5
] [ ] =%
S ° ° S- 04
S |
[ ] [ ] — -
3_ L] L] 02_
e [ ] ]
° ° B 7
o = ° . °
S sesedeccboece® ‘... ®ec000000000e 0.0
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They look really similar...is it a trick?

Is it by accident? (note: Normal has smooth support,
whereas binomial only has integer support...)



Chi-Squared (x2) Distribution

Laplace and de Moivre (two cool dudes) showed
asymptotic normality of:

m— Np
\/Npq

X:

- N is number of trials

— p is probability of success

— g is probability of failure (1-p)

- m is observed number of successes (there should be N*p)



Chi-Squared (x2) Distribution

Laplace and de Moivre (two cool dudes) showed
asymptotic normality of:

m— Np
\/Npq

X:

- N is number of trials

— p is probability of success

— g is probability of failure (1-p)

- m is observed number of successes (there should be N*p)

In other words, as N gets big, this approaches
a normal distribution.



Chi-Squared (x2) Test Statistic

Square it...

XZZ (m_NP)Z
Npq

Since:

- N = Np + N(1-p)
= N =m + (N-m)
-»q=1-p

2 (m—Np)

2 o 2
= +(N m Nq)

Np Nq




Chi-Squared (x2) Test Statistic

Square it...

XZZ (m_NP)Z
Npq

Since:
- N = Np + N(1-p) o "
- N=m + (N-m) Failures

-qg=1-p /

A= \m=Np) (N-m—Nq)
¢« Np Nq

“Successes”




Chi-Squared (x2) Test Statistic

Square it...

XZZ (m_NP)Z
Npq

Since:

- N = Np + N(1-p)
= N =m + (N-m)
-»q=1-p

Observed
successes

(mpNp)* (N—m—Nq)
Np Nq

I

2__
X =



Chi-Squared (x2) Test Statistic

Square it...

XZZ (m_NP)Z
Npq

Since:

- N = Np + N(1-p)
- N=m + (N-m)
»q=1-p

Expected successes

,_(m—|Np)* (N—m—Ngq)’

= +
~ Np Nq




Chi-Squared (x2) Test Statistic

Square it...

XZZ (m_NP)Z
Npq

Since:

- N = Np + N(1-p)
- N=m + (N-m)
-qg=1-p

(m—Np)* (N—m—Nq)*

2
= +
~ Np Nq

Normalized by expected-successes




Chi-Squared (x2) Test Statistic

Square it...

XZZ (m_NP)Z
Npq

Since:
- N = Np + N(1-p)
- N=m + (N-m)

-»qgq=1-p
Observed failures
o 2 s 2
oo \m=Np)” (N —m]-Nq)
Np Nq




Chi-Squared (x2) Test Statistic

Square it...

XZZ (m_NP)Z
Npq

Since:

- N = Np + N(1-p)
- N=m + (N-m)
»q=1-p

Expected Failures

. (m=Np)'_ (N—m—pNq)?
Nq

X = Np




Chi-Squared (x2) Test Statistic

Square it...

XZZ (m_NP)Z
Npq

Since:

- N = Np + N(1-p)
- N=m + (N-m)
-qg=1-p

A= \m=Np) (N-m—Nq)
Np Nq

Normalized-by Expected Failures




Chi-Squared (x2) Test Statistic

2 4 (Oi_Ei)z
x—; £

For n cells in table.
Observed & Expected



Is it statistically independent?

Got CHD?
Yes No TOTAL
S Yes 122 7980 8102
Y No 164 8342 8506
& TOTAL 286 16322 16608
O bse I"VEd Different by:
17.52

Expected

Got CHD?

Yes No TOTAL
Yes 139.52 7962.48 8102
No 146.48 8359.52 8506

TOTAL 286 16322 16608

Placebo?



Is it statistically independent?

J L V €
Got CHD?
Yes No TOTAL 2:Zn: (0—E,)
S Yes 122 7980 8102 £ ~ E
S No 164 8342 8506
a TOTAL 286 16322 16608

, (122-139.52)*  (164—146.48)°
Expected  »="305, " ueas

oot LHD? (7980—7962.48)* (8342 —8359.52 )?

Yes No +
S Yes 13952  7962.48 7962.48 8359.52
J  No 146.48  8359.52 N
& TOTAL 286 16322 16608



Chi-Squared (x2) Test Statistic

Placebo 0.0385
Estrogen/Progestin  2.0955 0.0367
4.3708

*=4.3708




Statistic vs Distribution

That's just the statistic
- Now, we need to know the
distribution to calculate cutoff

Alternate hypothesis:
non-men like ramen
: more than men

53.3%

# non-males who like ramen

I



Compare statistic against distribution

X2 > %2, We reject H,

4
20
95% 5%
gl
‘0
cC
Q ik
©
>
+ 2
e WP = 3.843
T 1.5
Qo
o)
= 1
o
Chi-squared ; ,
distribution b 1 2 3 4 5 i 7
with 1-df




Compare statistic against distribution

X2 > %2, we reject H,

=

L
wn

95%

Pl

‘n

c

Q b

g®

S

:|: z

5 chrit - 3843

T 1.5

O

o)

=

a
Chi-squared . ,
distribution i 1 2 3
with 1-df

5%

x?=4.3708

- There are tables

to tell us cutoff

1 for chi-squared
5%, 1% alpha...




Compare statistic against distribution

X2 > %2, we reject H,

4
4.5
95% 5%
Fl - There are tables
. to tell us cutoff
QC) 2.5 Xz = 4.3708 © fnr r i_Squared
2 o % alpha...
h= Statistic is greater than cutoff.
=
&' So, itis unlikely (<5%) the statistic was
o drawn from the distribution and we observed
o it by accident.

_ — - S0, we reject the null hypothesis (that the
Chi-squared statistic is drawn from the distribution).

distribution
e I

with 1-df



Where does chi-square distribution

come from?

=

L
wn

What is this...?

L

Where did we get this
from?

2
wn

Probability density

—

=
o

Lo}
o)
—_
P
LX)
=
&
L]
ol




More intuitive:

Chi-Squared (x?)

Simulation:

Marginal totals (row and column sums):

Estrogen/Progestin 8506
Placebo 8102
SUM 286 16322 16608
This means:

P(CHD) = 286/16608 = 1.72%

P(Placebo) = 8102/16608 = 48.78%

For each person X in 16608 people:

— put X in CHD if a uniform random number generator (RNG) of
[0, 1) returns a number < 0.0172 (1.72%)

— Put X in placebo group if RNG returns < 0.4878 (48.78%)



More intuitive:

Chi-Squared (x?)

Simulation:
M

So, | will “simulate” 10,000 new h
Es| “universes”.

In each universe, | am “god” and | will
(randomly) choose whether each person
M gets CHD (with 1.72% chance), and

Pl whether that person is chosen for the

P(l  placebo group (48.78% chance).

For each person X in 16608 people:

— put X in CHD if a uniform random number generator (RNG) of
[0, 1) returns a number < 0.0172 (1.72%)

— Put X in placebo group if RNG returns < 0.4878 (48.78%)



Simulation

1st simulation

Estrogen/Progestin 134 8422 8506

Placebo 151 7901 8102

SUM 286 16322 16608
Y2 =2.3508

2" simulation

Estrogen/Progestin 154 8403 8506

Placebo 147 7904 8102

SUM 286 16322 16608
v?=0.016



rial 992: 12=1. S 484 /6208
Act: 142 Exp: 139.03359826589596
Act: 143 Exp: 145.96640173410404
Act: 7960 Exp: 7962.966401734104
Act: 8363 Exp: 8360.033598265896

Chisqr: 0.125733059452652
Trial 993: Chi2=0.125733059452652
Act: 131 Exp: 133.5631021194605
Act: 146 Exp: 143.4368978805395
Act: 7877 Exp: 7874.43689788054
Act: 8454 Exp: 8456.56310211946
hisqr: 0.09659814006034541

rial 994: Chi2=0.09659814006034541
Act: 140 Exp: 137.65317919075144
Act: 148 Exp: 150.34682080924856
Act: 7798 Exp: 7800.346820809248
Act: 8522 Exp: 8519.653179190751
hisqr: 0.07799540816796628

rial 995: Chi2=0.07799540816796628
Act: 129 Exp: 135.91480009633912
Act: 152 Exp: 145.08519990366088
Act: 7904 Exp: 7897.085199903661
Act: 8423 Exp: 8429.91480009634
hisqr: 0.6930852539586512

rial 996: Chi2=0.6930852539586512
Act: 136 Exp: 132.2986512524085
Act: 136 Exp: 139.7013487475915
Act: 7942 Exp: 7945.7013487475915

Act: 8394 Exp: 8390.298651252408
hisqr: 0.20497670791878034
rial 997: Chi2=0.20497670791878034

Act: 136 Exp: 126.82875722543352
Act: 121 Exp: 130.17124277456648
Act: 8060 Exp: 8069.171242774566
Act: 8291 Exp: 8281.828757225434
hisqr: 1.3299329091414815

rial 998: Chi2=1.3299329091414815
Act: 160 Exp: 144.23169556840077
Act: 135 Exp: 150.76830443159923
Act: 7960 Exp: 7975.768304431599
Act: 8353 Exp: 8337.2316955684
hisqr: 3.4340352463266792

rial 999: Chi2=3.4340352463266792

Frequency

Frequency

1,000 times

10,000 times




Chi-square with df=1

For a 2x2 contingency table, we have df = 1 (1 degree of freedom)

The shape of the XZ - distribution depends on the number of random variables
that are free to vary. In case of the 2x2 contingency table it is only one cell,
because once one cell is fixed, you can compute the values of the other cells
from one cell and the margipal totals.

e
wn
-

Ll

b
wn

—
o

Probability density

=
on
T

2 4 ] 7 ] 1

T —

L]
(=]
—_



Chi-square distribution

k
Q= 7
i=1

Z 1,7 2,7Z 3..Z k are independent, standard normal random
variables. K is some positive integer.

(i.e. drawn from N(O, 1))

- N(0,1) means N with mu (mean) of 0, and sigma (standard
deviation) of 1.

Then Q is distributed according to chi-square distribution

with k degrees of freedom



Chi-square distribution

k , _ _ 1
Q:,Z; 4 Prix=X)= 221 (k/2)
Fula 2
0(.5)T h — Zz;
0.4 \\ — Zj
0.3 — Zzg
ol A
01l / ii\k\ ——————
o ===
o 1 2 3 4 5 6 7 8

(k/2)—1 —x/2
X e

PDF (probability
density functions)
for various k

(stolen from
wikipedia)



PDF, CDF

08 ////;///j
c . E i 064 / ’// ol
umulative y( ) ) / / =
Distribution Pr (X >X) _ 2" 2 0.4 / ~ = Zj
Function R — =
F(k/Z) 0.2 ayd // :ki6
0.0 / ’ / l klg
o 1 2 3 4 5 6 7 8 7%

We can “easily” find our cutoff using the (inverse of the ) CDF:

For 95%, at what point is Pr(X>x) = 0.95
For 99%, at what point is Pr(X>x) = 0.99



PDF, CDF

] g—
: —
, k X ,// o k=1
Cumulative y(— , —) 0-6 / T — k=2
Distribution pPr (X >X) . 22 04l / 7 — l]z:i
Function — T 1
C(ki2) w/ =i
6 7 8 7
Problem with this (and even normal
distributions...) is that the PDF and CDF are
transcendental functions. (Gamma function)
So, we have to approximate the values
We can numerically. DE:
For 95 Fortunately, this is easy since there are tables of
ng 993 pre-computed values.




E.g. wikipedia...

They used to sell books with these numbers in them.

And they are usually in text books for common functions.

Degrees of freedom (df) X2 valuell9]
1 0.004 | 0.02/ 0.06/ 0.15 046 |1.07 164 ' 2.71 3.84 |6.63 | 10.83
2 0.10 /0.21/0.45/0.71 139|241 | 3.22 461 599 |9.21 | 13.82
3 0.35 |058/1.01 1.42 2.37|3.66 464 6.25 '7.81 |11.34 16.27
4 0.71 |1.06|/1.65 2.20 3.36|4.88 599 |7.78 9.49 |13.28 18.47
5 1.14 161 2.34/3.00/4.35/6.06 7.29 /9.24 |11.07 15.09 20.52
6 163 220 3.07/3.83|/5.35/7.23 8.56 |10.64|12.59 16.81 22.46
7 2.17 |2.83|/3.82 4.67 6.35/8.38 | 9.80 |12.02 14.07|18.48  24.32
8 2.73 |3.49/459 553 734|952 |11.03/13.36 15.51|20.09  26.12
9 3.32 |4.17/5.38 6.39  8.34|10.66 | 12.24 | 14.68 | 16.92  21.67 | 27.88
10 3.94 487 |6.18 | 7.27 9.34|11.78 | 13.44 | 15,99  18.31 | 23.21 | 29.59
P value (Probability) 0.95 0.90 0.80 0.70 0.50 0.30 0.20 0.10 0.05 0.01 o0.001




Chi-square: what’s the point?

- Fisher’s exact test is always better than chi-
square. You must use exact test if sparse data
(Any expected values < 5).

- Reason for chi-square in 2x2 is historical
(before we had modern computers to easily
compute hypergeometric for your specific data).

- However, when we start to do more complex
things than 2x2 categorical, chi-square becomes

relevant again (e.g. F-test...)



How to report results

In some fields it is common to report exact p-values:
(x2[1] = 4.37, p = 0.037)

In some fields it is common to report exact p-values only for nonsignificant
results and otherwise state that p is below the previously set a:

(%2[1] = 4.37, p < 0.05)

The value in squared brackets ([]) after x? are the degrees of freedom (df).




How to report results

In some fields it is common to report exact p-values:
(x2[1] = 4.37, p = 0.037)

In some fields it is common to report exact p-values only for nonsignificant
results and otherwise state that p is below the previously set a:
(x2[1] = 4.37, p < 0.05)

“Informally, the p-value is the probability under a specified statistical model
that a statistical summary of the data [...] would be equal to or more extreme

than its observed value.” (Wasserstein and Lazar, The American Statistician,
2016)

Here: The p-value is the probability that under the null hypothesis model, >

is equal or larger than the one observed in the data.



How to report results

“We observed a significant association between the preventive intervention
(Estrogen/Progestin versus placebo) and later occurrence of coronary heart

disease (%°[1] = 4.37, p =0.037).”

- The test only tells us about non-independence of two variables,
but does not indicate the direction of this association.
(i.e. x2is always two-tailed)

Requirements:
1) Groups should be independent, i.e., no repeated measurements.
2) Expected values should be greater than 5.



How to report results

This is how you should write
results in homeworks!

“We observed a significant association between tne prevenuve intervenuon
(Estrogen/Progestin versus placebo) and later occurrence of coronary heart

disease (%°[1] = 4.37, p =0.037).”

- The test only tells us about non-independence of two variables,
but does not indicate the direction of this association.
(i.e. x2is always two-tailed)

Requirements:
1) Groups should be independent, i.e., no repeated measurements.
2) Expected values should be greater than 5.



How to report results

“We observed a significant association between the preventive intervention
(Estrogen/Progestin versus placebo) and later occurrence of coronary heart

disease (%°[1] = 4.37, p =0.037).”

- The test only tells us about non-independence of two variables,
but does not indicate the direction of this association.
(i.e. x2is always two-tailed)

Requirements:
1) Groups should be independent, i.e., no repeated measurements.
2) Expected values should be greater than 5.

If any expected values < 5,
must use Fisher’s Exact!




1) Create a 2x2 contingency table of your data

2) Define the hypotheses:
H,: Variables A and B are statistically independent

Ha: Variables A and B are not statistically independent

3) Calculate the expected values of each cell, assuming

independence of the two variables (H,): N(ANB) = N(A)-N(B) /N

,_+ (Observed - Expected )
4) Compute the test statistic X —Z Expected

Compare the observed x? with the critical value x?_.. which is derived
from P(x22%%..|H,) =«a . with a set to, e.g., 0.05

crit

If X2 > X2, : reject the null hypothesis

If X2< X2 : do not reject the null hypothesis .



Make a contingency table in JMP...

[3] Osteoporosis - IMP Pro E=R =
File Edit Tables PRows Cols Analyze Graph Tooels View Window Help
o SRR = LB e mReRpe B[
[E] Osteoporosis 4 ()
[ Intervention CHD Count
1| Placebo noCHD T9&E0
2 Placebo CHD 122
(= Columns (3/0) 3 Drug noCHD 8342
ik Intervention 4 | Drug CHD 164
th CHD
4 Count @
[[EI Rows
All rows 4
Selected 0
Excluded 0
Hidden ]
Labelled ]
evaluations done | O

You can directly create a contingency table in JMP

— Usually rows stand for individual cases/patients/participants.

For a 2x2 contingency we need a third column and do
“Preselect Role”-> “Freq”.

I



Chi-square test in JMP

"x Fit¥ by X - Contextual - IMP Pro
Distribution of ¥ for each X. Modeling types determine analysis.

~5elect Columns ——————————— - Cast Selected Columns into Roles —— - Action
! 3 Columns .|| [¥, Response] | th CHD oK

optional
P Cancel

X, Factor ik Intervention

optional Remowv

Contingency
¥ |

°¢

o g Block || optional
Bivariate | Oneway Weight || optional numeric
N = Freq | Count

Logistic |Contingency By

V| i

Help

B

LP

optional

|J§\ T

Under “Analyze”, we choose “Fit Y by X” and define the roles.




[« Osteoporesis - Fit ¥ by X of CHD by Intervention - JMP Pro

4= Contingency Analysis of CHD By Intervention
Freq: Count
4 Mosaic Plot

We see our contingency table,
we can display the expected
values.

Below we see the result of the
Chi-square test (ealled
Pearson’s Chi-square).

1.00

0.75

0.50 noCHD

CHD

0.25

0.00

Drug Placebo

Intervention

4~ Contingency Table

CHD
Count |CHD |noCHD)
_S Expected
= Drug 164| 8342 8506
g 146.479 8359.52
ElPlacebo | 122 7980 8102
139.521 [7962.48
286 16322) 16608
4 Tests
N DF -Loglike RSquare (U)
16608 1 21955018 0.0015
Test ChiSquare Prob>Chi5Sq
Likelihood Ratio 4,391 0.0361*
Pearson 4372 0.0365*
Fisher's
Exact Test Prob Alternative Hypothesis
Left 09844  Prob{CHD=noCHD) is greater for Intervention=Crug than Placebo
Right 0.0210% Preb{CHD=noCHD) is greater for Intervention=Placebo than Drug
2-Tail 0.0369% Prob(CHD=noCHD) is different across Intervention

|‘}Eﬂ E =







PDF, CDF

Probability  Pr(x=X )= o (KI2)=1 /2
Density 2k/2 F(k/Z)
Function:
Fk(x) X%
1.01 e
R R =
- 22 Wl ST T
Cumulative PF(X>X): / k=2
Distribution r ( k/Z) 0.4l _ / — zj
Function N / // Pl e
0.0 //// l_klzg
0 1 2 3 4 5 6 7 87




Derive ¥? k=1 from N(O,1)

1 2
_ —x?/2
x) = e
p(z) Nir
Let f be the pdf of X 2. Then
f(x) = iPr(X2 <z)= iPr(—\/E < X < /x)

- dz -7 dx -
L [ 2 [ e g

dz \/2x —JZ V2 dz Jo

2 = d A |
= 271_6 \/_/2%\/52—6 /2




G-test (recommended over chi-square)

G-test:
https://en.wikipedia.org/wiki/G-test

G-test is a likelihood ratio test (maximum likelihood).



https://en.wikipedia.org/wiki/G-test
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