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Summary

1) Big Data: Coronary Heart Disease (CHD) and 
hormone replacement therapy (HRT)

2) How to compute χ2 (chi-squared) statistic from 2x2

3) What does the chi-squared statistic mean? Where 
does it come from?



Bigger Data...

Usually, you have more data 
than in our example...

Person Like 
Ramen?

You a 
man?

1 Yes Yes

2 Yes Yes

3 Yes No

4 No Yes

5 No No

6 No Yes

7 Yes Yes

8 Yes Yes

9 No Yes

10 Yes Yes

Yes No TOTAL

Yes 5 1 6

No 3 1 4

TOTAL 8 2 10

Are you Man?

Li
ke

 R
a
m

e
n
?



Postmenopausal Hormone Therapy
Elderly women after menopause (loss of menstruation) exhibit low 
estrogen levels which leads to:
 - hot flashes, vaginal atrophy (short-term effects)
 - increased risk of coronary heart disease and  
   osteoporosis (long-term effects)

www.medguidance.com



Progestin/Estrogen Therapy

In the 1990s, it seemed reasonable to replace estrogen for
postmenopausal women.

However, this sometimes led to
carcinoma in the uterus, so estrogen
was combined with progestin.

In 1993, the WHO started the study 
“The Women’s Health Initiative (WHI)”
to confirm the relationship between
hormone therapy and coronary
heart disease (CHD).



Design of WHI Study

Post-menopausal women

Randomization

Estrogen/Progestin Placebo

16608

81028506

CHD CHD
???

The Women’s health initiative investigators. JAMA, 2002

CHD: coronary
heart disease 

How many? How many?
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Design of WHI Study

Post-menopausal women

Randomization

Estrogen/Progestin Placebo

16608

81028506

CHD CHD
???

The Women’s health initiative investigators. JAMA, 2002

How many?

Yes No TOTAL

Yes 8102

No 8506

TOTAL 16608

Got CHD?

P
la

ce
b
o
?

How many?
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Results

Estrogen/Progestin Placebo

81028506

CHD CHD
164 122

No CHD

8342

No CHD

7980

Yes No TOTAL

Yes 122 7980 8102

No 164 8342 8506
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CHD Results and 2x2 Table

Estrogen/Progestin Placebo

81028506

CHD CHD
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8342
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7980
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Is it statistically independent?
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Is it statistically independent?

Yes No TOTAL

Yes 122 7980 8102

No 164 8342 8506

TOTAL 286 16322 16608

Got CHD?

P
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ce
b
o
?

Yes No TOTAL

Yes 8102

No 8506

TOTAL 286 16322 16608

Got CHD?

P
la

ce
b
o
?

Expected
Observed



Statistical Independence

How to compute the expected values, assuming statistical 
independence:

For two statistically independent events A and B:

P(A|B) = P(A)                ;no influence of B on A
P(B|A) = P(B) ;no influence of A on B

Thus with P(A|B) = P(A∩B) / P(B) 
follows P(A)     = P(A∩B) / P(B) 

solved for P(A∩B): P(A∩B) = P(A) · P(B) 
and: N(A∩B) = N(A)· N(B) / N             ; counts



Remember how to compute expected?

CHD No CHD SUM

Estrogen/Progestin 146.48 8359.52 8506

Placebo 139.52 7962.48 8102

SUM 286 16322 16608

Expected:

N(C∩E)         = N(C)· N(E) / N = 286 · 8506 / 16608 ≈ 146.48
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Is it statistically independent?

Yes No TOTAL

Yes 122 7980 8102

No 164 8342 8506

TOTAL 286 16322 16608

Got CHD?
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Yes No TOTAL

Yes 139.52 7962.48 8102

No 146.48 8359.52 8506

TOTAL 286 16322 16608

Got CHD?

P
la

ce
b
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Expected
Observed Different by:

17.52

Is 17.52 a normal 
amount be different?

By chance?



Is it statistically independent?

Yes No TOTAL

Yes 122 7980 8102

No 164 8342 8506

TOTAL 286 16322 16608

Got CHD?

P
la

ce
b
o
?

Yes No TOTAL

Yes 139.52 7962.48 8102

No 146.48 8359.52 8506

TOTAL 286 16322 16608

Got CHD?

P
la

ce
b
o
?

Expected
Observed Different by:

17.52

We need to know 
more about the 
distribution



Fisher’s Exact Test...

Yes No TOTAL

Yes 122 7980 8102

No 164 8342 8506

TOTAL 286 16322 16608

Got CHD?

P
la

ce
b
o
?

Last time, we learned that one way is to 
compute the (probability under the):
hypergeometric distribution
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Group Y Group !Y Total

Group A x M-x M
Group !A K-x N-M-K+x N-M
Total K N-K N

P (X=𝑥 )=
(𝑀𝑥 )×(𝑁−𝑀𝐾−𝑥 )

(𝑁𝐾 )

Probability of a given outcome x:

This defines the
hypergeometric 
distribution (for 
2x2 tables)

Probability of 
drawing (w/o 
replacement) “x 
successes” in K 
draws where you 
have M objects of 
that feature and 
total population N.

(nr )=
n !

r ! (n−r )!



Fisher’s Exact Test...

Yes No TOTAL

Yes 122 7980 8102

No 164 8342 8506

TOTAL 286 16322 16608

Got CHD?

P
la

ce
b
o
?

Last time, we learned that one way is to 
compute the (probability under the):
hypergeometric distribution

But, think about how much data we have...



Think about data...

Person Placebo? CHD?

1 Yes Yes

2 Yes Yes

3 Yes No

4 No Yes

5 No No

6 No Yes

7 Yes Yes

8 Yes Yes

9 No Yes

10 Yes Yes

Yes No TOTAL

Yes 122 7980 8102

No 164 8342 8506

TOTAL 286 16322 16608

Got CHD?

P
la

ce
b
o
?

16607 No Yes

16608 Yes Yes



Think about data...

Person Placebo? CHD?

1 Yes Yes

2 Yes Yes

3 Yes No

4 No Yes

5 No No

6 No Yes

7 Yes Yes

8 Yes Yes

9 No Yes

10 Yes Yes

Yes No TOTAL

Yes 122 7980 8102

No 164 8342 8506

TOTAL 286 16322 16608

Got CHD?

P
la

ce
b
o
?

16607 No Yes

16608 Yes Yes

With only 10 
people, we could 
barely list all the 
possibilities

(nr )=
n!

r ! (n−r )!

a!=∏
x=0

a−1

a−x



Think about data...

Person Placebo? CHD?

1 Yes Yes

2 Yes Yes

3 Yes No

4 No Yes

5 No No

6 No Yes

7 Yes Yes

8 Yes Yes

9 No Yes

10 Yes Yes

Yes No TOTAL

Yes 122 7980 8102

No 164 8342 8506

TOTAL 286 16322 16608

Got CHD?

P
la

ce
b
o
?

16607 No Yes

16608 Yes Yes

Now we have

16,608



Think about data...

Person Placebo? CHD?

1 Yes Yes

2 Yes Yes

3 Yes No

4 No Yes

5 No No

6 No Yes

7 Yes Yes

8 Yes Yes

9 No Yes

10 Yes Yes

Yes No TOTAL

Yes 122 7980 8102

No 164 8342 8506

TOTAL 286 16322 16608

Got CHD?

P
la

ce
b
o
?

16607 No Yes

16608 Yes Yes

Hint:

10! = 3,628,800
160! = 4.71 E 284



Think about data...

Person Placebo? CHD?

1 Yes Yes

2 Yes Yes

3 Yes No

4 No Yes

5 No No

6 No Yes

7 Yes Yes

8 Yes Yes

9 No Yes

10 Yes Yes

Yes No TOTAL

Yes 122 7980 8102

No 164 8342 8506

TOTAL 286 16322 16608

Got CHD?

P
la

ce
b
o
?

16607 No Yes

16608 Yes Yes

Atoms in universe
            1.00 E 82

160! = 4.71 E 284



Think about data...

Person Placebo? CHD?

1 Yes Yes

2 Yes Yes

3 Yes No

4 No Yes

5 No No

6 No Yes

7 Yes Yes

8 Yes Yes

9 No Yes

10 Yes Yes

Yes No TOTAL

Yes 122 7980 8102

No 164 8342 8506

TOTAL 286 16322 16608

Got CHD?

P
la

ce
b
o
?

16607 No Yes

16608 Yes Yes

Atoms in universe
            1.00 E 82

170! = 7.26 E 306



Think about data...

Person Placebo? CHD?

1 Yes Yes

2 Yes Yes

3 Yes No

4 No Yes

5 No No

6 No Yes

7 Yes Yes

8 Yes Yes

9 No Yes

10 Yes Yes

Yes No TOTAL

Yes 122 7980 8102

No 164 8342 8506

TOTAL 286 16322 16608

Got CHD?

P
la

ce
b
o
?

16607 No Yes

16608 Yes Yes

Atoms in universe
            1.00 E 82

180! → your 
calculator breaks
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Group Y Group !Y Total

Group A x M-x M
Group !A K-x N-M-K+x N-M
Total K N-K N

P (X=𝑥 )=
(𝑀𝑥 )×(𝑁−𝑀𝐾−𝑥 )

(𝑁𝐾 )

Probability of a given outcome x:

This defines the
hypergeometric 
distribution (for 
2x2 tables)

Probability of 
drawing (w/o 
replacement) “x 
successes” in K 
draws where you 
have M objects of 
that feature and 
total population N.

(nr )=
n !

r ! (n−r )!
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Group Y Group !Y Total

Group A x M-x M
Group !A K-x N-M-K+x N-M
Total K N-K N

P (X=𝑥 )=
(𝑀𝑥 )×(𝑁−𝑀𝐾−𝑥 )

(𝑁𝐾 )

Probability of a given outcome x:

This defines the
hypergeometric 
distribution (for 
2x2 tables)

Probability of 
drawing (w/o 
replacement) “x 
successes” in K 
draws where you 
have M objects of 
that feature and 
total population N.

(nr )=
n !

r ! (n−r )!

Maybe there is some 
trick to calculate it?

Terms cancel out...
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Group Y Group !Y Total

Group A x M-x M
Group !A K-x N-M-K+x N-M
Total K N-K N

P (X=𝑥 )=
(𝑀𝑥 )×(𝑁−𝑀𝐾−𝑥 )

(𝑁𝐾 )

Probability of a given outcome x:

This defines the
hypergeometric 
distribution (for 
2x2 tables)

Probability of 
drawing (w/o 
replacement) “x 
successes” in K 
draws where you 
have M objects of 
that feature and 
total population N.

(nr )=
n !

r ! (n−r )!

There’s got to be a 
better way...
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Chi-Squared (χ2) Distribution

Lots of things in nature follow the “Normal Distribution” (bell 
curve)

We use it in statistics a lot too...

Probability Density Function (PDF):
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Binomial and Normal...

Binomial Distribution
(what we used to compute 
hypergeometric)

Normal Distribution

They look really similar...is it a trick?

Is it by accident? (note: Normal has smooth support, 
whereas binomial only has integer support...)
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Chi-Squared (χ2) Distribution

Laplace and de Moivre (two cool dudes) showed 
asymptotic normality of:

χ=
m−Np

√Npq

→ N is number of trials
→ p is probability of success
→ q is probability of failure (1-p)
→ m is observed number of successes (there should be N*p)



44

Chi-Squared (χ2) Distribution

Laplace and de Moivre (two cool dudes) showed 
asymptotic normality of:

χ=
m−Np

√Npq

→ N is number of trials
→ p is probability of success
→ q is probability of failure (1-p)
→ m is observed number of successes (there should be N*p)

In other words, as N gets big, this approaches 
a normal distribution.
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Chi-Squared (χ2) Test Statistic

χ
2
=

(m−Np)2

Npq

Square it...

χ
2
=

(m−Np)2

Np
+

(N−m−Nq)2

Nq

Since:
→ N = Np + N(1-p)
→ N = m + (N-m)
→ q = 1 - p
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Chi-Squared (χ2) Test Statistic

χ
2
=

(m−Np)2

Npq

Square it...

χ
2
=

(m−Np)2

Np
+

(N−m−Nq)2

Nq

Since:
→ N = Np + N(1-p)
→ N = m + (N-m)
→ q = 1 - p

“Failures”

“Successes”
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Chi-Squared (χ2) Test Statistic

χ
2
=

(m−Np)2

Npq

Square it...

χ
2
=

(m−Np)2

Np
+

(N−m−Nq)2

Nq

Since:
→ N = Np + N(1-p)
→ N = m + (N-m)
→ q = 1 - p

Observed 
successes
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Chi-Squared (χ2) Test Statistic

χ
2
=

(m−Np)2

Npq

Square it...

χ
2
=

(m−Np)2

Np
+

(N−m−Nq)2

Nq

Since:
→ N = Np + N(1-p)
→ N = m + (N-m)
→ q = 1 - p

Expected successes
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Chi-Squared (χ2) Test Statistic

χ
2
=

(m−Np)2

Npq

Square it...

χ
2
=

(m−Np)2

Np
+

(N−m−Nq)2

Nq

Since:
→ N = Np + N(1-p)
→ N = m + (N-m)
→ q = 1 - p

Normalized by expected successes
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Chi-Squared (χ2) Test Statistic

χ
2
=

(m−Np)2

Npq

Square it...

χ
2
=

(m−Np)2

Np
+

(N−m−Nq)2

Nq

Since:
→ N = Np + N(1-p)
→ N = m + (N-m)
→ q = 1 - p

Observed failures
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Chi-Squared (χ2) Test Statistic

χ
2
=

(m−Np)2

Npq

Square it...

χ
2
=

(m−Np)2

Np
+

(N−m−Nq)2

Nq

Since:
→ N = Np + N(1-p)
→ N = m + (N-m)
→ q = 1 - p

Expected FailuresExpected Failures
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Chi-Squared (χ2) Test Statistic

χ
2
=

(m−Np)2

Npq

Square it...

χ
2
=

(m−Np)2

Np
+

(N−m−Nq)2

Nq

Since:
→ N = Np + N(1-p)
→ N = m + (N-m)
→ q = 1 - p

Normalized by Expected Failures
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Chi-Squared (χ2) Test Statistic

χ
2
=

(m−Np)2

Np
+

(N−m−Nq)2

Nq

χ
2
=∑

i=1

n (Oi−Ei)
2

Ei

For n cells in table.
Observed ↔ Expected 



Is it statistically independent?

Yes No TOTAL

Yes 122 7980 8102

No 164 8342 8506

TOTAL 286 16322 16608

Got CHD?

P
la

ce
b
o
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Yes No TOTAL

Yes 139.52 7962.48 8102

No 146.48 8359.52 8506

TOTAL 286 16322 16608

Got CHD?

P
la

ce
b
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Observed Different by:

17.52



Is it statistically independent?

Yes No TOTAL

Yes 122 7980 8102

No 164 8342 8506

TOTAL 286 16322 16608

Got CHD?

P
la

ce
b
o
?

Yes No TOTAL

Yes 139.52 7962.48 8102

No 146.48 8359.52 8506

TOTAL 286 16322 16608

Got CHD?

P
la

ce
b
o
?

Expected

Observed
χ
2
=∑

i=1

n (Oi−Ei)
2

Ei

χ
2
=

(122−139.52)2

139.52
+

(164−146.48)2

146.48
+

(7980−7962.48)2

7962.48
+

(8342−8359.52)2

8359.52



CHD No CHD

Placebo 2.2 0.0385

Estrogen/Progestin 2.0955 0.0367

4.3708

χ
2
=∑

i=1

n (Oi−Ei)
2

Ei

Chi-Squared (χ2) Test Statistic

χ2=4.3708
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Statistic vs Distribution

0 1 2

53.3%

13.3%

33.3%

Null hypothesis: non-men like 
ramen less then or equal to men

# non-males who like ramen

That’s just the statistic
→ Now, we need to know the 
distribution to calculate cutoff

Alternate hypothesis: 
non-men like ramen 
more than men



Compare statistic against distribution

χ2 value

5%95%

χ2
crit = 3.843 

χ2 > χ2
crit : we reject H0 

P
ro

b
ab

ili
ty

 d
en

si
ty

 

Chi-squared 
distribution 
with 1-df
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Chi-squared 
distribution 
with 1-df

There are tables 
to tell us cutoff 
for chi-squared 
5%, 1% alpha...



Compare statistic against distribution

χ2 value

5%95%

χ2 = 4.3708

χ2
crit = 3.843 

χ2 > χ2
crit : we reject H0 

P
ro

b
ab

ili
ty

 d
en

si
ty

 

Chi-squared 
distribution 
with 1-df

There are tables 
to tell us cutoff 
for chi-squared 
5%, 1% alpha...

Statistic is greater than cutoff.

So, it is unlikely (<5%) the statistic was 
drawn from the distribution and we observed 
it by accident.

→ So, we reject the null hypothesis (that the 
statistic is drawn from the distribution).



Where does chi-square distribution 
come from?

χ2 value

P
ro

b
ab

ili
ty

 d
en

si
ty

 What is this…?

Where did we get this 
from?



More intuitive:
Chi-Squared (χ2)

CHD No CHD SUM

Estrogen/Progestin 8506

Placebo 8102

SUM 286 16322 16608

Marginal totals (row and column sums):
Simulation:

This means:
P(CHD) = 286/16608 =         1.72%
P(Placebo) = 8102/16608 = 48.78%

For each person X in 16608 people:
→ put X in CHD if a uniform random number generator (RNG) of 

[0, 1) returns a number < 0.0172 (1.72%)
→ Put X in placebo group if RNG returns < 0.4878 (48.78%)



More intuitive:
Chi-Squared (χ2)

CHD No CHD SUM

Estrogen/Progestin 8506

Placebo 8102

SUM 286 16322 16608

Marginal totals (row and column sums):
Simulation:

This means:
P(CHD) = 286/16608 =         1.72%
P(Placebo) = 8102/16608 = 48.78%

For each person X in 16608 people:
→ put X in CHD if a uniform random number generator (RNG) of 

[0, 1) returns a number < 0.0172 (1.72%)
→ Put X in placebo group if RNG returns < 0.4878 (48.78%)

So, I will “simulate” 10,000 new 
“universes”.

In each universe, I am “god” and I will 
(randomly) choose whether each person 
gets CHD (with 1.72% chance), and 
whether that person is chosen for the 
placebo group (48.78% chance).



CHD No CHD SUM

Estrogen/Progestin 134 8422 8506

Placebo 151 7901 8102

SUM 286 16322 16608

1st simulation

Simulation

χ2 = 2.3508

CHD No CHD SUM

Estrogen/Progestin 154 8403 8506

Placebo 147 7904 8102

SUM 286 16322 16608

χ2 = 0.016

2nd simulation
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Chi-square with df=1

 Chi-square value

P
ro

b
ab

ili
ty

 d
en

si
ty

 

For a 2x2 contingency table, we have df = 1 (1 degree of freedom)

The shape of the χ2 – distribution depends on the number of random variables 

that are free to vary. In case of the 2x2 contingency table it is only one cell, 
because once one cell is fixed, you can compute the values of the other cells 
from one cell and the marginal totals.



Chi-square distribution

Q=∑
i=1

k

Zi
2

Z_1, Z_2, Z_3...Z_k are independent, standard normal random 
variables. K is some positive integer.

(i.e. drawn from N(0, 1))

→ N(0,1) means N with mu (mean) of 0, and sigma (standard 
deviation) of 1.

Then Q is distributed according to chi-square distribution 
with k degrees of freedom



Chi-square distribution

Q=∑
i=1

k

Zi
2

PDF (probability 
density functions) 
for various k

(stolen from 
wikipedia)

Pr (x=X )=
1

2k /2Γ(k /2)
x(k/2)−1 e− x/2



PDF, CDF

Pr (x>X )=

γ(
k
2
,
x
2
)

Γ(k /2)

Cumulative 
Distribution 
Function

We can “easily” find our cutoff using the (inverse of the ) CDF:

For 95%, at what point is Pr(X>x) = 0.95
For 99%, at what point is Pr(X>x) = 0.99



PDF, CDF

Pr (x>X )=

γ(
k
2
,
x
2
)

Γ(k /2)

Cumulative 
Distribution 
Function

We can “easily” find our cutoff using the (inverse of the ) CDF:

For 95%, at what point is Pr(X>x) = 0.95
For 99%, at what point is Pr(X>x) = 0.99

Problem with this (and even normal 
distributions…) is that the PDF and CDF are 
transcendental functions. (Gamma function)

So, we have to approximate the values 
numerically.

Fortunately, this is easy since there are tables of 
pre-computed values.



E.g. wikipedia...

They used to sell books with these numbers in them.

And they are usually in text books for common functions.



Chi-square: what’s the point?

→ Fisher’s exact test is always better than chi-
square. You must use exact test if sparse data 
(Any expected values < 5).

→ Reason for chi-square in 2x2 is historical 
(before we had modern computers to easily 
compute hypergeometric for your specific data).

→ However, when we start to do more complex 
things than 2x2 categorical, chi-square becomes 
relevant again (e.g. F-test...)



How to report results

In some fields it is common to report exact p-values:
(χ2 [1] = 4.37, p = 0.037)

In some fields it is common to report exact p-values only for nonsignificant 
results and otherwise state that p is below the previously set α:

(χ2 [1] = 4.37, p < 0.05)

The value in squared brackets ([]) after χ2   are the degrees of freedom (df).



How to report results

In some fields it is common to report exact p-values:
(χ2 [1] = 4.37, p = 0.037)

In some fields it is common to report exact p-values only for nonsignificant 
results and otherwise state that p is below the previously set α:

(χ2 [1] = 4.37, p < 0.05)

“Informally, the p-value is the probability under a specified statistical model 
that a statistical summary of the data […] would be equal to or more extreme 
than its observed value.” (Wasserstein and Lazar, The American Statistician, 
2016)

Here: The p-value is the probability that under the null hypothesis model, χ2 
is equal or larger than the one observed in the data.



How to report results

“We observed a significant association between the preventive intervention 
(Estrogen/Progestin versus placebo) and later occurrence of coronary heart 

disease (χ2[1] = 4.37, p = 0.037).”

- The test only tells us about non-independence of two variables, 
but does not indicate the direction of this association. 
(i.e. χ2 is always two-tailed)

Requirements:
1) Groups should be independent, i.e., no repeated measurements.
2) Expected values should be greater than 5. 



How to report results

“We observed a significant association between the preventive intervention 
(Estrogen/Progestin versus placebo) and later occurrence of coronary heart 

disease (χ2[1] = 4.37, p = 0.037).”

- The test only tells us about non-independence of two variables, 
but does not indicate the direction of this association. 
(i.e. χ2 is always two-tailed)

Requirements:
1) Groups should be independent, i.e., no repeated measurements.
2) Expected values should be greater than 5. 

This is how you should write 
results in homeworks!



How to report results

“We observed a significant association between the preventive intervention 
(Estrogen/Progestin versus placebo) and later occurrence of coronary heart 

disease (χ2[1] = 4.37, p = 0.037).”

- The test only tells us about non-independence of two variables, 
but does not indicate the direction of this association. 
(i.e. χ2 is always two-tailed)

Requirements:
1) Groups should be independent, i.e., no repeated measurements.
2) Expected values should be greater than 5. 

If any expected values < 5, 
must use Fisher’s Exact!



1) Create a 2x2 contingency table of your data

2) Define the hypotheses: 
H0: Variables A and B are statistically independent

Ha: Variables A and B are not statistically independent

3) Calculate the expected values of each cell, assuming 
independence of the two variables (H0):

4) Compute the test statistic

Compare the observed χ2 with the critical value χ2
crit which is derived 

from P( χ2 ≥ χ2
crit|H0) = α ; with α set to, e.g., 0.05

If χ2 > χ2
crit : reject the null hypothesis

If χ2 ≤ χ2
crit : do not reject the null hypothesis

N(A∩B) = N(A)· N(B) / N 

χ 2=∑
(𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑑−𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 )2

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑
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Make a contingency table in JMP...

You can directly create a contingency table in JMP
→ Usually rows stand for individual cases/patients/participants.
For a 2x2 contingency we need a third column and do 

“Preselect Role”-> “Freq”.
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Chi-square test in JMP

Under “Analyze”, we choose “Fit Y by X” and define the roles.
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In JMP

We see our contingency table,
we can display the expected 
values.

Below we see the result of the 
Chi-square test (called 
Pearson’s Chi-square).



Extra Slides



PDF, CDF

Pr (x=X )=
1

2k /2Γ(k /2)
x(k/2)−1 e− x/2

Pr (X >x)=
γ(
k
2
,
x
2
)

Γ(k /2)

Probability 
Density 
Function:

Cumulative 
Distribution 
Function



Derive χ2 k=1 from N(0,1)



G-test (recommended over chi-square)

G-test:
https://en.wikipedia.org/wiki/G-test

G-test is a likelihood ratio test (maximum likelihood).

https://en.wikipedia.org/wiki/G-test
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